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● We’ll meet every Monday for 8 weeks 

● No assignments, just a project at the end

● No Zoom option – please pay attention :)

● Course website https://jxmo.io/deep-learning-workshop/

● Also please ask questions on Canvas
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About this class

https://jxmo.io/deep-learning-workshop/


● Anonymous feedback link: bit.ly/pdl24feedback

● Laptops are allowed (but please be respectful!)

● Will put my slides on the course website
○ https://jxmo.io/deep-learning-workshop/
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Notes

https://bit.ly/pdl24feedback
https://jxmo.io/deep-learning-workshop/


Deep Learning Frameworks



Exercise

Why can’t we just use plain numpy to implement deep learning models?



Exercise

Why can’t we just use plain numpy to implement deep learning models?

(Turn to your neighbor and discuss!)



Deep learning frameworks … in numpy
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Deep learning frameworks … numpy vs PyTorch

vs.



Deep learning frameworks - two reasons

- (1) Autograd
- To train machine learning models, we need to compute gradients
- We can do this by hand in numpy, but it’s really hard and annoying

- (2) GPUs
- Deep learning models require lots of math (mostly matrix multiplications)
- Matrix multiplication runs much faster on GPU
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Why do we need GPUs?

https://github.com/moritzhambach/CPU-vs-GPU-be
nchmark-on-MNIST

https://github.com/moritzhambach/CPU-vs-GPU-benchmark-on-MNIST


Note on GPUs - The Hardware Lottery

“Hardware lottery: when a research idea wins because it is suited to 
the available software and hardware and not because the idea is 
superior to alternative research directions.”

–Sara Hooker, The Hardware Lottery

https://arxiv.org/pdf/2009.06489.pdf


GPU Utilization

https://twitter.com/jxmnop/status
/1528889386498424832/photo/1



GPUs vs TPUs

CPU GPU TPU



Alternatives to GPUs and TPUs

IPU 
(Graphcore)

groq Cerebras WSE-2



Half precision (fp16 and bf16)



What is autodiff? Intro to computational graph

Source: colah.github.io

https://colah.github.io/posts/2015-08-Backprop/


What is autodiff?



PyTorch
(Meta)

TensorFlow
(Google)

Jax
(Google)





TensorFlow



TensorFlow (Hardware)

coral.aiTPU

http://coral.ai


PyTorch



Jax



Jax



💭 Why do we use PyTorch?

● Simple API

● Great libraries

● Need to read/use other people’s code

● Less buggy than TensorFlow

● You’ll probably use it at your job



PyTorch 2.0

PyTorch 2.0 Preview (Dec. 6th, 2022)

https://pytorch.org/get-started/pytorch-2.0/


Deep Learning Tasks



huggingface.co/tasks

The universe of deep learning research

https://huggingface.co/tasks


Deep learning tasks: 📸 Vision
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Deep learning tasks: 📸 Vision

http://www.youtube.com/watch?v=Cgxsv1riJhI&t=214


Deep learning tasks: 📚 Natural language processing
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Deep learning tasks: 📚 Natural language processing



Deep learning tasks: 🎤 Audio

🎼  Music transcription



Deep learning tasks: 🤖 Reinforcement learning



Deep learning tasks: 🤖 Reinforcement learning

https://docs.google.com/file/d/1A8ZVIjhjRkHevpso_umBS9BVW28bljqG/preview


Deep learning tasks: 🎨 Multimodal



Transfer Learning



bit.ly/pdl24puzzle2

🧩  Puzzle (15 mins) → Transfer Learning Tutorial

Bad graph (current) Good graph 

https://bit.ly/pdl24puzzle2

