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● We’ll meet every Monday for 8 weeks 

● No assignments, just a project at the end

● No Zoom option – please pay attention :)

● Course website https://jxmo.io/deep-learning-workshop/

● Also please ask questions on Canvas
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About this class

https://jxmo.io/deep-learning-workshop/


Jack Morris

jxm3@cornell.edu

PhD Student
Research Interest: NLP

(language models, text embeddings, 
inversion)

jxmo.io / Twitter @jxmnop

(Office Hours TBD)
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About the instructor

mailto:jxm3@cornell.edu
http://jxmo.io
http://twitter.com/jxmnop


● Anonymous feedback link: bit.ly/pdl24feedback

● Laptops are allowed (but please be respectful!)

● Will put my slides on course website
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Notes

https://bit.ly/pdl24feedback


About me
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Semester overview

Deep learning toolstack ⚒

Puzzle
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Semester overview (and survey)

Deep learning toolstack ⚒

Puzzle
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Survey

bit.ly/pdl24survey

https://bit.ly/pdl24survey


Schedule
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(⅛) Debugging neural networks
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(2/8) Transfer learning
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(⅜) Language modeling
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(4/8) Transformers
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(5/8) Multimodal models
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(6/8) Embeddings
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(7/8) Local LLMs
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(8/8) Prompting
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Deep learning toolstack ⚒
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What do we need to learn how to do?

● Read, write, and publish code

● Obtain and preprocess data

● Do computations required to run the model (lots of math)

● Run said computations on special hardware (GPUs)

● Understand results through visualization



Unix & Terminal

21



VSCode
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Git & Github

23https://github.com/jxmorris12/



Connecting to the cloud
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“clip art of a laptop connected by a cord to a large 
cluster of computers”

Generated by DALL-E 2



Google Colab
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GPUs and CUDA
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Anaconda
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PyTorch
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HuggingFace (models)
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HuggingFace (models)
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HuggingFace (datasets)
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HuggingFace (models)
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matplotlib & seaborns
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Weights & Biases

34https://wandb.ai/jack-morris/deid-wikibio-4



Weights & Biases

35https://wandb.ai/jxmorris12/nsynth_chords/artifacts/dataset/nsynth_chord_datasets/v18/files/val_predictions.table.json



A deep learning project demo

How do we write a computer program 
that, given a picture of a car, can predict 
the make and model? 🚗
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Puzzle 🧩

bit.ly/pdl24puzzle1

https://bit.ly/pdl24survey

